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I. RELATED WORK

Recently, deep learning approaches are taking over inspection processes in different fields with a goal of automating them.
Deep learning can yield improved performance as it allows multiple processing layers to learn features by themselves opposite to
conventional machine learning approaches which are not able to process the data in their natural form. This rise in deep learning
approaches comes as a consequence of the computation demands that these algorithms require being provided in the recent
years. Presented here are works in the fields of power line, manufacturing and subsea pipeline inspection. These works highlight
the increase of utilising deep learning in several inspection processes. Figure 1 provides a diagram of inspection processes that
utilise deep learning. Similar deep learning models and methods can be applied to a wide range of inspection process with the
same goal of making the process faster, more accurate and continuous compared to human inspectors.

Deep Learning for
Visual Inspection
Processes

Visual Subsea
Pipeline Inspection

Power Line Manufacturing
Inspection Inpection

Fig. 1: Inspection Taxonomy

A. Power Line Inspection

One inspection process that deep learning aims to automate is the power line inspection, where deep learning models are used
to perform object detection to identify specific features in power line assets and thus make inspection faster and continuous.
Liu et al. [3] provided an in-depth discussion of deep learning technology in power line inspection, highlighting that after 2015,
more than half of the publications about vision-based power line inspection utilise deep learning. Nguyen et al. [4] conducted a
review on vision-based approaches for power line inspection and the potential role of deep learning and deployed a Single Shot
Multibox Detector (SSD) [5] on an Autonomous Underwater Vehicle (AUV) to detect components and faults in power lines [6].
Zhang et al. [7] detected electricity poles in Google Street View Imagery using RetinaNet [8] trained with 1,000 annotated
images. Jalil er al. [9] utilised Faster-RCNN [10] to detect insulators in drone imagery. Miao et al. [11] implemented a bespoke
SSD with MobileNet [12] as the backbone to detect insulators. Wan et al. [13] implemented and compared three custom object
detectors for identifying electrical fittings and transmission line defects. Vemula et al. [14] deployed and test a Mask R-CNN
model [15] on an AUV for detecting power poles, insulators and transformers. Jiang et al. [16] analyzed and compared methods
for infrared image recognition of power equipment patrol inspection. Han er al. [17] used Fast-RCNN [18] for detecting typical
defects on equipment of power substations, metere readings, infrared images and humans. They also used a Kalman [19] filter
for tracking the detected humans. Most of the aforementioned works use deep learning models that perform object detection to
identify specific features in power line assets with the goal of making inspection faster and continuous.

B. Subsea Pipeline Inspection

Given the importance of subsea pipeline inspection, as well as the aforementioned challenges of subsea visual footage, several
methods to automate the annotation process using deep learning have been proposed in recent years. The first approach is taken
by Foresti et al. [20]; they propose a neural network for performing image segmentation of pipeline borders. They argue that
this approach better addresses the lack of luminosity as the neural network takes global properties of the images into account. A
reasoning based post-processing algorithm was then used to avoid false positives occurring from sea weed and other sea growth.
Petraglia et al. [21] examine two Neural Network (NN) architectures for classification of four types of events: inner coating
exposure, algae, flange and concrete blankets are compared. The first NN architecture utilises two convolutional and three fully
connected layers, trained on segmented pipelines from the pre-processed images. The second architecture adopted a Multilayer
Perceptron (MLP) with a single hidden layer, trained on features extracted from 3-level Wavelet decomposition. Results led to the
conclusion that the convolutional neural network outperforms the MLP, without any need for manual feature extraction. Bharti ez
al. [22] fine-tunes U-Net [23] in a self-supervised setting utilising multi-beam echosounder data for detection and segmentation
of subsea pipelines.



C. Manufacturing Inspection

The utilization of deep learning and specifically of CNNs have been widely investigated for machinery fault diagnosis and
classification. Yang et al. [24] presented a review about the use of deep learning in detecting defects in manufacturing and
its challenges. In [25], a deep CNN architecture is designed for defect detection and different hyper-parameters are examined
towards the accuracy of the detection results. In [26], a CNN which performs feature extraction directly from the images of steel
defects is compared with traditional machine learning (a combination of manual feature extraction and a multi-layer perceptron
and support vector machine) and shows lower error rates. Another CNN is explored in [27] to automatically inspect dirties,
scratches, burrs, and wears on surface parts and the results show that it works properly with different types of defects on textured
or non-textured surfaces. A generic approach based on CNN is proposed in [28] to extract patch feature and predict defect area
via thresholding and segmenting. CNNs have been also used in other applications of defect diagnosis such as bearing [29]-[31],
gearbox [32] and rotors [33]. Liu er al. [34] utilised pix2pix [35] conditional Generative Adversarial Network (GAN) [36] to
generate more samples and tackle the class imbalance that exists in industrial processes and DenseNet [37] to detect defects
in these samples. In [38], [39] state-of-the-art deep learning methods are presented for inspecting surface defects in industrial
products. In addition, they implemented a semi-supervised [40] framework for identifying manufacturing defects while they
introduced a loss component and made extensive use of mix augmentations [41].

II. METHODOLOGY

The goal of this work is to perform real time detection and counting of bolts on boxes using a computer vision deep learning
model. A sample photo of the box is seen in Figure 2. Upon success, this framework will make manufacturing process faster
and cheaper by having a surveillance system active twenty four hours per day. Figure 3 illustrates the project workflow to create
a real time detector. Firstly, to utilise a deep learning model a dataset has to be collected to train the model on. Then the chosen
model is trained on this dataset and its performance is measured through predictions and metrics. Once the performance is at
satisfactory levels the real time detection is implemented using the appropriate hardware. The whole process can be iterative as
training the model again with more and diverse data will create more robust models, that can adapt to different backgrounds,
lighting conditions and distances of the box from the camera.

Fig. 2: Example data

Data Collection Detection Model Performance Real Time
and Annotation Training Evaluation Detection

Fig. 3: Project Workflow

A. Data Collection and Annotation

The first step in creating a deep learning model is to create the dataset to train the model on. This step requires manual
intervention. Photos of the boxes with different number of bolts are taken; 112 in total. For creating the annotation bounding
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boxes CVAT (https://github.com/openvinotoolkit/cvat) is used. It is an open source, online, interactive image annotation tool for
computer vision. A screenshot of the annotation is process is seen in Figure 4a. The annotations can be exported in different
formats (json, xml, txt) depending on what the architecture requires. For example, to train EfficientDet [1] xml annotation files
are used where a bounding box is described by the coordinates of its top-left (xmin, ymin) corner and its bottom-right (xmax,
ymax) corner, while YOLOVS [2] requires #xt data with bounding boxes in the format of xcenter, ycenter, width, height. The
maximum number of bolts a box can have is 12. Figure 4b provides the distribution of bolts per photo. It is evident that most
of the photos taken (over 50) contain one bolt while the other frequencies are similar.

B. EfficientDet

Object detection is an advanced form of image classification where a neural network predicts objects in an image and points
them out in the form of bounding boxes. Object detection thus refers to the detection and localization of objects in an image that
belong to a predefined set of classes. In computer vision applications the pixels of an image are translated into features using
neural networks. Major progress has been made in the field of computer vision by using convolutional neural networks (CNN)
to create learnable features from an image. Convolutional neural networks mix and pool image features at different levels of
granularity, allowing the model a choice of possible combinations to focus on when learning the image detection task at hand.

EfficientDet [1] is a type of object detection model, which utilizes several optimization and backbone tweaks, such as the
use of a BiFPN. BiFPN is a bidirectional feature pyramid network which incorporates the multi-level feature fusion and enables
information to flow in both the top-down and bottom-up directions, while using regular and efficient connections, as seen
in Figure 5. This model is chosen as it provides high performance in object detection tasks. However, models with similar
performance can also be used for this application, provided they have a short inference time that will provide real time detection.
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Fig. 5: EfficientDet [1]

1) Training an Object Detector: The training process is an optimization problem. The parameters are learned during model
training through sample data and optimising (minimising) the output error [42]. Figure 9a provides a logical diagram of the
training process for a neural network in a supervised setting where input data x and their corresponding labels y are available. In
supervised learning, the loss function calculates the error between the network output § and the ideal solution y for the current
set of parameters 6. The goal is to minimize a loss function denoted by £(6). Loss is a non-negative value and as it decreases,
the performance of the model improves. One important aspect in supervised learning is the choice of an appropriate loss function



for the task. For example, it is common to use Mean Squared Error losses for regression tasks, and Cross Entropy losses for
classification tasks. Here, x is the images, and y are the labels (bolt, background) and the bounding boxes (coordinates of boxes
in the image). Identifying a label is a classification problem, while identifying a bounding box is a regression problem.
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Fig. 6: Training in Supervised Learning

2) Augmentations: Augmentations are techniques that modify that training dataset and thus improve the model’s generalization
capability. It is widely used in computer vision tasks to increase the size of the dataset, to diversify the samples and thus make
the model more robust and improve its generalization capabilities [43]. Augmentation can be made offline (creating more samples
before the training of a model) or online during the training process (selected here). In this work, the augmentations used are
horizontal and vertical flipping, blurring, rotations with 15 degrees maximum angle, hue saturation and random brightness and
contrast changes. Augmentations can address the changes in the lighting conditions of a workplace and the angle a photo is
taken. Examples of augmentations used are shown in Figures 7, 8.

Fig. 7: Augmentations

3) Training and Inference on Test Set: The goal of the training is to minimize the error functions for both the training and
validation losses as seen in Figure 9. The model is trained for 200 epochs with AdamW [44] optimizer and a learning rate
of 0.001. Images are resized to 102421024 to tackle GPU memory constraints. The prediction threshold is set to 0.2. The
model with parameters that obtain the lowest validation loss is saved as the best model. The training losses are logged using
Tensorboard [45].

After training model, it is essential to know how it performs in unseen data and consequently whether its predictions can be
trusted. To evaluate the performance of a model in supervised learning it is common to split the original dataset in three sets
(60%, 20%, 20%) and calculate the performance metrics on samples that are not used during the training phase. The training
set (60%) used to build predictive models. The validation set is used to assess the performance of the model built in the training
phase. It provides a test platform for fine-tuning a model’s hyperparameters and selecting the best performing model. Finally the
test set, or unseen data, is used to assess the likely future performance of a model. If a model fits to the training set much better
than it fits the test set, overfitting is probably the cause. The purpose of holdout test evaluation is to test a model on different data
than it was trained on which provides an unbiased estimate of learning performance. The holdout approach is useful because of
its speed, simplicity, and flexibility.

Mean Average Precision (mAP) is the most popular metric used to evaluate object detection models. EfficientDet achieved
a mAP of 0.766 for the validation set and a mAP of 0.720. Both results are similarly high which means that the model can



Fig. 8: More augmentations

train_loss_epoch valid_loss_epoch

30 80
20
5

0.9
(0]

03
02

0.06 0.05
0 500 1k 15k 2k 25k 3k 0 500 1k 15k 2k 25k 3k

o

(a) Training loss (b) Validation loss

Fig. 9: Measuring the losses during training
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Fig. 10: Inference



generalize well to unseen test images. In Figure 10a predicted bolts on one image of the test set are illustrated along with their
confidence scores and their ground truth bounding boxes. Figure 10b shows a prediction on a new photo, provided using a phone,
that has a different angle in reference to the box. The model performs equally well, on predicting the positions of the bolts, but
with a lower confidence score which is expected as this image differs from the ones used for training.

C. YOLOvS

YOLOVS is another state-of-the-art object detection model that provides similar performance with EfficientDet in benchmark
datasets, but is faster beating other real-time object detection algorithms by a large margin as seen in Figure 11. YOLOVS5 [2]
is an open-source project that consists of a family of object detection models and detection methods based on the YOLO model
pre-trained on the COCO [46] dataset. It is maintained by Ultralytics and represents the organization’s open-source research
into the future of Computer Vision works. Following the documentation of ZED, YOLOVS is selected as it is compatible
with the ZED camera and the Edge Al Gateway device. They provide a script for running object detection inference (https:
//github.com/stereolabs/zed-examples).
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Fig. 11: YOLOVS performance [2]

1) Training and Inference on Test Set: A similar training procedure, as in EfficientDet, is followed for YOLOVS. The model is
trained for 200 epochs with a learning rate of 0.01 and SGD [47] optimizer. Cycling scheduler policy is applied [48], as well as
augmentations of flipping, translation, scaling and hue saturation. Similarly with EfficientDet the model that provides the lowest
validation loss is kept at the end of the training. Figure 12a shows how the training and validation losses and metrics progress
during training, while Figure 12b is an example of YOLOVS inference on a test image. YOLOvVS5 achieved a mAP of 0.758 for
the validation set and a mAP of 0.762 for the test set. The performance is similar with EfficientDet for the current dataset, but
the inference time is shorter.

D. Real time detection

The training of the model is done using a server equipped with a NVIDIA GeForce RTX 3090 GPU with 24GB of RAM and
the performance of the model is evaluated using the test set. To perform real time bolt detection, the hardware of Figure 13a
is used. The ZED camera provides live video feed that can reach 100 FPS and the Stereolabs Edge AI Gateway is a compact
gateway powered by NVIDIA Jetson that allow model deployment. The Edge device works as an Ubuntu machine as seen in
Figure 13b. By transferring the model to the Edge real time detection is performed as seen in Figure 14 where the top right bolt
of the box is detected.

1) Limitations and Next Steps: Performing real time bolt detection with frames provided by the ZED camera presented some
limitations. As seen in Figure 14 only the top left bolt is detected out of four bolts present on the box. The reason of this
inadequate performance is that the model is trained with photos taken from a phone (Figure 12b) where the background of
the box is clear. However, on inference, frames provided by the ZED camera feed contain a different background, lighting
condityoloions, distance of the box from the camera and different input resolution. To address that, a new dataset will be created
by using the ZED camera to collect data instead of a phone camera.

III. SUMMARY

This work provides the methodology of a complete deep learning pipeline of training an object detection model and using
the appropriate hardware to deploy the model and perform real time detection. Two deep learning models are examined that
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provide similar performance when evaluated on the same test set. YOLOVS is chosen as it provides faster inference time and
it is also compatible with the hardware specifications of the ZED camera and the Edge AI Gateway. Following work will be
focused on the necessary steps to improve the performance of the real time detection, by extracting and training the model with
a new dataset with images that contain similar conditions to the real time environment.
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